P
=k
®

Clusters Under Management

Nodes Under Management

® | administer
Kubernetes clust...

@ Irun Kubernetes as
a platform or serv...

@ | write applications
that run on Kuber...

@ | add functionality
to Kubernetes its...

© I manage Kuberne...

@ All the above
® | administer Kube...
@ all of the options,...
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Demographics

Is Kubernetes more reliable than one year ago?

Record Count

94

@ Yes
@ Not sure

o
® No

Role vs Clusters Under Management
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[ I manage Kubernetes as a.. [ all of the options, both in...

_ I8

0% 20% 40% 60% 80% 100%
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Oldest Version

Newest Version
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Versions

Oldest Version vs Clusters Under Management
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Newest Version vs Clusters Under Management
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Versions by N minus X
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Minor Version Rollback

Minor Version Rollback for All Responses
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Minor Version Rollback By Nodes Under Management
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Minor Version Rollback By Clusters Under Management
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Minor Version Rollback Reason (% of those who rolled back)
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Patch Version Rollback

Patch Version Rollback for All Responses
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Patch Version Rollback By Nodes Under Management
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Patch Version Rollback Reason (% of those who rolled back).
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GA and Beta

Beta and GA Policies
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Alpha Enablement

Alpha Enablement for All Responses
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Alpha Enablement By Nodes Under Management
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Troubleshooting Methods By Nodes Under Management

Metrics
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Troubleshooting Methods By Clusters Under Management
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